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ABSTRACT: When biological matter is subjected to
ionizing radiation, a wealth of secondary low-energy (<20
eV) electrons are produced. These electrons propagate
inelastically, losing energy to the medium until they reach
energies low enough to localize in regions of high electron
affinity. We have recently shown that in fully solvated
DNA fragments, nucleobases are particularly attractive for
such excess electrons. The next question is what is their
longer-term effect on DNA. It has been advocated that
they can lead to strand breaks by cleavage of the
phosphodiester C3′−O3′ bond. Here we present a first-
principles study of free energy barriers for the cleavage of
this bond in fully solvated nucleotides. We have found that
except for dAMP, the barriers are on the order of 6 kcal/
mol, suggesting that bond cleavage is a regular feature at
300 K. Such low barriers are possible only as a result of
solvent and thermal fluctuations. These findings support
the notion that low-energy electrons can indeed lead to
strand breaks in DNA.

Understanding the effects of ionizing radiation in bio-
logically relevant systems is crucial in fully assessing the

dangers posed by radiation and understanding how to improve
its efficiency in combating cancer. Despite the extensive
progress made in examining the effects of secondary low-
energy electrons (LEEs),1,2 there is still much to be learned. An
abundance of important experimental and theoretical studies on
dry DNA have been done,3−6, but the extension to a more
realistic environment that includes water and proteins and is
subject to solvent and thermal fluctuations is not obvious. This
communication highlights the importance of trying to reach a
more realistic model of DNA damage. This was achieved by
means of first-principles room-temperature simulations of the
interactions of LEEs with DNA nucleotides solvated by explicit
water molecules, which were treated at the same level of theory
as the nucleotides. Our results show that a prehydrated electron
can cause strand breaks in this environment.
In pure water, excess electrons are localized in cavities

exhibiting a deep potential well; the binding energy is −3.2 eV.7

However, the state of excess electrons before hydration is under
debate. Wang et al.8 recently used femtosecond time-resolved
laser spectroscopy, which can detect these so-called prehydrated
electrons (epre

− ), to show that there are two intrinsic epre
− states

with lifetimes of 180 and 550 fs. This work was extended to a
study of the solvation of nucleotides in water,9 where an excess
electron was generated by double excitation of a water molecule

with UV photons. These authors detected excited anionic states
of the nucleotide, implying that ionization of the water
molecule had occurred. The subsequent reactions may be
expressed as epre

− + dXMP → (dXMP−)* → dXMP− or
dissociation products, where dXMP is the nucleotide and X is
one of the four nucleobases T, C, G, and A. These states were
formed within the lifetime of epre

− . It was documented that all of
the bases attracted an excess electron. However, A and C
formed stable anionic species, whereas T and especially G
dissociated in proportions of 35 and 60%, respectively. This
fragmentation occurred within 2 ps, suggesting that the
cleavage proceeds via the transient negative ion state rather
than the stable one.
Many theoretical studies have been carried out to explain the

mechanism of DNA strand breakage by excess electrons.10−20

The process can be divided into two steps. In the first, the
electron attaches to the nucleotide and then is transferred to
specific bonds along the backbone, facilitating their cleavage.
Electron attachment to nucleotides in both the gas phase and
aqueous solution was thoroughly studied during the past
decade.10−16 The comprehensive comparative study of Gu et
al.16 concluded that in the gas phase, the adiabatic electron
affinity of nucleotides reaches values of 0.2−0.5 eV, which are
significantly enhanced relative to those of the nucleobases. The
excess electron appears to be delocalized between the base and
the phosphate. When solvation effects were introduced at an
implicit level using the polarizable continuum model (PCM),
the electron affinities dramatically increased to values of ∼2 eV
with the excess electron localized in the base, except for the
guanosine nucleotide (dGMP), which exhibited an affinity of 1
eV with the electron localized at the phosphate end. The PCM
solvation model does not include specific interactions such as
H-bonding to water molecules and thus can miss some
important features. To address this, Schyman and Laaksonen
compared electron attachment to dGMP using PCM solvation
or inclusion of a first solvation shell of explicit water
molecules.20 The excess electron was observed to be localized
in a dipole-bound state around the guanine, protruding into the
solvent region beyond the first solvation shell.
The second step, bond cleavage induced by electron

attachment, was also studied at length by various authors.
The three main pathways for bond cleavage in nucleotides
involve the phosphodiester linkages between the sugar and
phosphate at the 3′ and 5′ positions and the N-glycosidic C1′−
N1 bond between the sugar and the base (Figure 1).
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Calculations on pyrimidine nucleotides13,17 showed that the
C3′−O3′ bond has the lowest gas-phase activation energy (6−7
kcal/mol), while the barriers for cleavage at the 5′ position and
at the N-glycosidic bond are significantly higher (13−14 and
20−26 kcal/mol, respectively). Similar activation barriers were
recently reported for the adenosine nucleotide,18 but as before,
guanosine appears to have different properties.21 Upon PCM
solvation, the C3′−O3′ barriers increased to 13−14 kcal/mol for
T, C, and A17,18 but remained as low as 3−4 kcal/mol for G.21

Explicit microsolvation was considered for dGMP,20 and no
significant differences in the activation barrier relative to PCM
solvation were observed. The barrier was reported to decrease
from ∼10 kcal/mol in the gas phase to ∼5 kcal/mol (PCM) or
∼7 kcal/mol (explicit), in contrast to the results of Gu et al.21

In summary, the activation energy for the C3′−O3′ bond
cleavage was reported to increase significantly upon solvation,
thus leading to the conclusion that strand breaks are less likely
to occur in the condensed phase, with the exception of dGMP.
It is important to remark that all of these studies were
conducted at T = 0 K by optimizing the structure of the
nucleotides while constraining the length of the C3′−O3′ bond
at different values. Therefore, the barriers do not take into
account the entropic contribution from the electrostatic and
thermal fluctuations of the aqueous environment. Another
relevant aspect of these calculations is that the model
nucleotides considered are closed-shell species neutralized
with a proton or a methyl group, so the excess electron goes
into a singly occupied molecular orbital (SOMO).
The fluctuating aqueous environment was considered

explicitly in a hybrid quantum mechanical/molecular mechan-
ical (QM/MM) molecular dynamics (MD) simulation of the
cytidine nucleotide in which the water molecules were treated
classically.22 In this simulation, the authors studied a negatively
charged solvated nucleotide rather than the neutral form. The
main conclusion was that even if the excess electron did
somehow lower the barriers, these remained at ∼30 kcal/mol,
so bond cleavage at room temperature was unfavorable. An
aspect of these simulations was that electrons were not allowed
into the MM region and thus were forced to localize in the
LUMO of the nucleotide.
To make progress in the study of strand breaks due to excess

electrons, it is necessary to consider DNA fragments in a
realistic, thermally fluctuating environment. Moreover, the
surrounding environment has to be modeled at the same level
as the DNA. This serves two purposes: On one hand, it allows
the excess electron to be partially localized in the water orbitals,
if necessary. In fact, in a previous study, we observed that the
surrounding water orbitals help stabilize the excess charge in
nucleobases and nucleosides by participating in the SOMO.23

On the other hand, it allows for protonation of the nucleotide

because, at variance with most classical models, QM water
molecules can dissociate. This is extremely relevant because
protonation is a competing mechanism for bond cleavage; it
tends to stabilize the excess electron by neutralizing the system.
With this in mind, we endeavored to simulate cleavage of the
C3′−O3′ bond due to excess electrons for each of the explicitly
solvated nucleotides at room temperature.
We constructed a model of each system by adding 100 water

molecules around a central nucleotide.24 After equilibrating the
system with a classical MD simulation of the periodically
repeated box using DL_POLY,25 we chose representative
reference frames as starting points for first-principles MD
simulations using the ab initio Quickstep module of the CP2K
package.26 The electronic structure was computed within
density functional theory using the Gaussian and augmented
plane waves method. This automatically imposes periodic
boundary conditions, thus allowing for condensed-phase
calculations. In gas-phase calculations, periodic images were
decoupled as in ref 27. Core electrons were replaced by GTH
pseudopotentials28, and a triple-ζ plus polarization basis set
(TZVP-GTH) was employed. We used the PBE exchange−
correlation functional,29 which was checked against the
corresponding hybrid functional PBE0 for gas-phase calcu-
lations (see the Supporting Information for details).
We considered two aspects of the problem: the presence of

the explicit solvent and the thermal fluctuations of the molecule
and the environment. At T = 0 K, we computed the ground-
state energy by fixing the value of the reaction coordinate and
minimizing the energy with respect to all remaining degrees of
freedom. This was done in both the gas and condensed phases.
For T > 0 K, the relevant thermodynamic potential is the free
energy, which takes into account energy exchanges with the
environment. Free energy barriers for the phosphodiester bond
cleavage were obtained using constrained MD simulations
(using the C3′−O3′ bond as the reaction coordinate) and
thermodynamically integrating the constraint force.30 An
important technical aspect was to ensure that solvent
fluctuations were properly sampled, as these degrees of freedom
alter the bonding forces between the atoms.
Our MD simulations were conducted at 300 K to mimic the

ambient conditions under which this system would naturally
thrive. To this end, we simulated the periodic system at
constant V and T for an equilibration period of 2 ps followed by
2.5 ps of production time. We checked the fluctuations in the
energy and constraint forces to ensure that equilibration was
achieved and that the statistical averages were stable. The
electronic motion was described within the adiabatic
approximation, with the electronic density following the nuclear
dynamics instantaneously. Thus, excited states were not
included in this work. Finally, in our model, one of the
oxygens in the phosphate group was protonated to render the
system neutral. Protonation of the nucleotide is not expected to
affect the energetics.12 Moreover, at the first-principles level,
protonation and deprotonation occur spontaneously during the
dynamics following solvent fluctuations.
We first examined the interaction of a vertically attached 0 eV

electron with our condensed-phase system. In agreement with
experiment,9 we found that the electron effectively attaches to
the nucleotides, giving rise to anionic species. This extends our
previous study on nucleobases and nucleosides,23 in which the
electron was seen to localize around the nucleobase in times on
the order of 15−25 fs. The localization time scale for
nucleotides, which is dictated by the dynamics of the small

Figure 1. Molecular structure of thymidine monophosphate.
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geometric rearrangements required to accommodate the excess
electron, remained essentially the same. In Figure 2, we show

the spin density (very similar to the SOMO) for the
controversial dGMP, but now fully solvated with QM water
molecules. The resulting density was clearly localized in the
guanine, with no protruding lobes indicating a dipole-bound
state. The spin densities for the other nucleotides were similar
in character. We did not observe spontaneous bond cleavage
during these unconstrained simulations, thus indicating that the
process must be activated.
In agreement with previous studies,10,11,13,14,17 we found the

gas-phase activation energies of the bases to be 4−5 kcal/mol
(Table 1). Similarly, we observed the addition of explicit

solvation effects at a static level to raise this energy to 12−15
kcal/mol, as with implicit PCM solvent. The barrier for T = 0 K
condensed-phase dTMP reached a maximum value of 13.2
kcal/mol at a bond length of ∼1.75 Å. It was the inclusion of
explicit solvent fluctuations at 300 K that lowered the barrier
again to levels comparable to the gas-phase values. The
computed free energy barrier was 6.3 kcal/mol at a slightly
stretched bond length of 1.8 Å.
We calculated free energy profiles for all of the nucleotides

(Figure 3) to enable comparison of all cases within the same
theoretical framework. Upon addition of a 0 eV electron, all of
the solvated nucleotides exhibited low free energy barriers of
5−10 kcal/mol. These barriers are sufficiently low to allow for
the cleavage of the C3′−O3′ bond at room temperature. In all
cases, static solvation appeared to stabilize the electron in the
nucleobase, raising the energy barriers by ∼10 kcal/mol. Except
for the adenosine nucleotide, these barriers returned to ones
comparable to the gas-phase values once thermal fluctuations

were included. This would suggest that the latter allows for
some additional freedom of movement of the excess electron,
thus making the strand breaking process easier.
dAMP is the clear exception, with a free energy barrier of

10.4 kcal/mol at an elongated bond length of 2 Å. On closer
examination, the adenine was in fact found to be protonated
during the simulation at a constrained bond length of 1.7 Å. At
2 Å, the electron is attracted toward the C3′ position, and the
adenine deprotonates because it is no longer charged. This
barrier is significantly higher than for the other bases,
suggesting that the DNA strand is unlikely to break close to
adenosine nucleotides. This result partially explains the
experiments of Wang et al.,9 which highlighted A and C as
sites where strand breaks do not occur. It does not explain why
the cytidine nucleotide is not prone to cleave upon electron
addition. Although we did not see this in our simulations, it has
been suggested that cytosine also readily becomes protonated
once it captures an electron, thus inhibiting further reactions31

(see the discussion at the end of ref 18). In fact, protonation
and strand breaking are competing channels, and it is plausible
that protonation is faster than bond cleavage. A study of this
competition for the various nucleotides was beyond the scope
of the present work but is certainly very important and will be
subject of future studies. Deprotonation of the phosphate may
also lead to an enhanced barrier, as observed in QM/MM
calculations.22 Further investigations will be carried out in this
regard. Another aspect to consider is that in this experiment the
electron is promoted from an orbital of a neighboring water
molecule into an excited, fairly delocalized epre

− state having
some spare energy (a few eV) that can go into vibrational
motion, which promotes dissociation. Also, the potential energy
surface is modified and the bond weakened by the population
of antibonding orbitals. Our simulations did not include any of
these possibilities as they were based on the Born−
Oppenheimer approximation describing the electronic ground
state.
Simons19 showed that when the C3′−O3′ bond is elongated

beyond 1.85 Å, there is a level crossing between the occupied
π* orbital in the nucleobase and an empty σ* phosphodiester
bond orbital; transfer of the electron weakens the bond,
promoting its cleavage. To analyze whether this picture remains
valid in the fluctuating environment, we examined the motion
of the excess electron during the constrained dynamics. Figure
4 shows representative snapshots of the spin density for three
bond lengths. The left panel is for 1.4 Å, which is near the
equilibrium. The electron is located in the nucleobase. The
middle panel is for a bond length of 1.8 Å, in the region of the

Figure 2. Spin density of guanosine monophosphate upon excess
electron attachment. The electron is localized in the base, with no
signature of a dipole-bound state as observed with a PCM solvent21

and under microsolvation.20

Table 1. Barrier Heights for Each of the Nucleotidesa

condensed phase

nucleotide gas phase (0 K) 0 K 300 K

dTMP 4.2 13.2 6.3
dCMP 4.7 14.5 5.9
dGMP 5.0 15.2 6.2
dAMP 4.8 12.0 10.4

aValues in kcal/mol. Condensed-phase values at 0 K are upper bounds
obtained by local energy minimizations starting from representative
frames. The uncertainty in the free energies at 300 K is ∼1 kcal/mol.

Figure 3. Free energy profiles as functions of the C3′−O3′ bond length
for dTMP (black), dCMP (red), dGMP (green), and dAMP (blue).
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transition state where the barrier height is a maximum. Here
the electron spreads throughout the whole molecule, including
the C3′−O3′ bond. Finally, the right panel shows the bond at a
constrained length of 2.2 Å. After bond cleavage, the two
remaining fragments are the dihydrogen phosphate anion and a
carbon-centered neutral radical. The excess electron is no
longer around the base component and is localized mainly in
the ribose, particularly around C3′ where the bond was cleaved.
Hence, the mechanism is analogous to that for the gas phase
proposed by Simons. Interestingly, both the gas- and
condensed-phase energies continue to decrease after the
rupture of the bond. This can be understood in terms of the
electrostatic repulsion between the fragmentation products (i.e.,
the phosphate anion and the negative charge around the
ribose). Eventually, in the condensed phase these charges are
screened by the solvent and the curve stabilizes. In addition, as
soon as there is space for a water molecule to access the C3′
carbon atom in the ribose, the possibility of protonation is
restored. If that happens, then the excess electron would return
to the base, as we previously showed.23

In summary, we have shown that the C3′−O3′ bond in
solvated nucleotides is likely to cleave under ambient
conditions. We examined each of the four nucleotides at the
same level of theory, thus yielding comparable results. We have
shown that the aqueous environment must be treated explicitly
and include thermal fluctuations, as only in this case do the
barriers become low enough (∼5 kcal/mol, and 10 kcal/mol for
dAMP) to facilitate strand breaks.
To represent a physiological environment, it is important to

begin to model the irradiation process under realistic
conditions. Our simulations have included the explicit effects
of the water environment, but this is only a part of the story.
Larger DNA fragments are necessary to study sequencing
effects. Moreover, in the nucleus of the cell, DNA is wrapped
around histones to form chromatin. Thus, it is important to
study DNA fragments in contact with amino acids. This is
currently under investigation. Another important feature is that
in the duplex, the bases of the two strands are H-bonded. We
have touched on this point in our previous work,23 but further
research is necessary.
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